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consume	content
news	about	friends,	politics,	favorite	artists

generate	content
share	experiences,	interesting	articles

interact	with	others
comment,	rate,	and	discuss

hundreds	of	millions
of	active	users• people use social media to

– share information, express opinion, comment,
– interact, discuss, get personalized news feed

• majority of EU citizens get their news from social media
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social media : good and bad sides

advantages

• no information barriers
• citizen journalism
• social connectivity
• democratization
• . . .

disadvantages

• harassment
• fake news
• echo chambers
• polarization
• . . .
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echo chambers

• a situation in which information, ideas, or beliefs
are amplified or reinforced by communication and repetition
inside a defined system



what may cause echo chambers?

• individual biases

– homophily, confirmation bias,
– cognitive dissonance, selective exposure

• group biases

– social identity, group polarization,
– in-group favoritism

• system biases

– algorithmic filtering, algorithmic personalization,
– media bias



the polarization cycle

user choices
algorithmic 

personalization



research questions

• do echo chambers exist?

• can we identify polarized discussions in social media?

• can we design algorithms to help reduce polarization?

• can we design algorithms to maximize diversity?



research questions

do echo chambers exist?

what is the interplay between content and network?

who are the key players?

K. Garimella, G. De Francisci Morales, A. Gionis, M. Mathioudakis, “Political discourse

on social media: Echo chambers, gatekeepers, and the price of bipartisanship”,

The Web Conference (WWW) 2018



studying echo chambers

• working definition

– the political leaning of the content that users
– receive from the network agrees with that of the
– content they share

• consider the two components of the phenomenon

– echo : the opinion shared (content)
– chamber : the place it is shared (network)



methodology
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datasets

Political Discourse on Social Media:
Echo Chambers, Gatekeepers, and the Price of Bipartisanship WWW ’18, April 23–27, 2018, Lyon, France

3 DATA
We use a collection of ten di�erent datasets from Twitter, each of
which contains a set of tweets on a given topic of discussion. The
datasets span over a long period of time and cover a wide range of
users and topics, described below. The collection is partitioned into
two groups, P�������� and N���P��������, depending on whether
the topic of discussion is politically contentious or not. Moreover,
in addition to tweets, for each dataset, we build a network that
represents the social connections among users. The size of each
dataset in terms of number of tweets and number of distinct users is
shown in Table 1. For all the datasets, we perform simple checks to
remove bots, using minimum and maximum thresholds for number
of tweets per day, followers, friends, and ensure that the account
is at least one year old at the time of data collection. More details
about the datasets are given below.
P��������. Five of the ten Twitter datasets are relevant to well-
known political controversies. Three of these datasets, namely
guncontrol, obamacare, and abortion, discuss a speci�c topic.
Each dataset is built by collecting tweets posted during speci�c
events that lead to an increased interest in these topics (see Table 1).
Using the Archive Twitter Stream grab,3 we select tweets that con-
tain keywords pertaining to each topic that were posted in a time
period of one week around the event (3 days before and 3 days
after the event).4 To focus on users who are actively engaged in
the discussion of each topic, we identify the subset of users who
have at least 5 tweets about the topic during this time window. We
collect all the tweets posted by these users via Twitter’s REST API.5

A fourth dataset, named combined, is collected in a similar fash-
ion, except that it contains tweets of users who were active during
the U.S. presidential election of 2016 (November 6–12, 2016), and
who tweeted at least 5 times about any of the three controversial
topics guncontrol, obamacare, and abortion. Similarly, we also
collect all tweets of these users via Twitter’s REST API.

Finally, the �fth dataset, named large, is a large dataset contain-
ing over 2.5 billion tweets from politically active users spanning a
period of almost 8 years (2009-2016). Speci�cally, the dataset con-
sists of all tweets generated by users who retweeted a presidential
or vice-presidential candidate from 2008-2016 in the U.S. at least 5
times. The dataset has been used in previous work [4]; we refer to
the original paper for more details.
N���P��������. To have a baseline for our measurements over
the P�������� datasets, we also use �ve datasets that correspond
to non-political topics, in particular tbt (“throwback Thursday”),
ff (“follow Friday”), gameofthrones, love, and foodporn. Each of
these topics is associated with a particular hashtag (e.g., #tbt for
tbt). The datasets are built as follows. First, we parse the tweets
in the Internet Archive collection and select tweets that contain
the corresponding hashtag for each topic during the month of June
2016. Second, we �lter out users who have less than 5 tweets. Third,
we obtain all tweets generated by these users. The resulting set of
tweets for each topic constitutes one dataset.
Network. For each dataset, we build the directed “follow” graph
among users: an edge (u ! � ) indicates that user u follows user � .
3https://archive.org/details/twitterstream
4We use the keyword lists proposed by Lu et al. [26].
5https://developer.twitter.com/en/docs/tweets/timelines/overview

Table 1: Description of the datasets.
Topic #Tweets #Users Event

guncontrol 19M 7506 Democrat �libuster for gun-
control reforms (June 12–18,
2016)6

obamacare 39M 8773 Obamacare subsidies pre-
served in us supreme court
ruling (June 22–29, 2015)7

abortion 34M 3995 Supreme court strikes down
Texas abortion restrictions
(June 27–July 3, 2016)8

combined 19M 6391 2016 US election result night
(Nov 6–12, 2016)

large 2.6B 676 996 Tweets from users retweeting
a U.S. presidential/vice pres-
idential candidate (from [4],
2009–2016)

#� 4M 3204

�ltering for these hashtags
#gameofthrones 5M 2159
#love 3M 2940
#tbt 28M 12 778
#foodporn 8M 3904

Political leaning scores (source polarity). Our analysis relies
on characterizing the political leaning of the content consumed and
produced by each user. Obtaining a characterization of political
leaning for short text snippets, such as tweets, is a very challenging
problem, in general. To confront this challenge, we use a ground
truth of political leaning scores of various news organizations with a
presence in social media obtained from Bakshy et al. [5]. Speci�cally,
the data contains a score of political leaning for 500 news domains
(e.g., nytimes.com) that are most shared on Facebook. The score
takes values between 0 and 1 and expresses the fraction of Facebook
users who visit these pages that identify themselves as conservative
on their Facebook pro�le. For a detailed description of the dataset,
we refer the reader to the original publication [5]. We remove a
small number of domains that are not owned by news organizations
(e.g., wikipedia.org or reddit.com), and add shortened versions of
news domains to the list (e.g. fxn.ws for foxnews.com).

4 MEASURES
This section describes the measures used in our analysis. These
measures aim to capture user activity from two perspectives: (i) the
content consumed and produced by a user, and (ii) the network
position of a user, including their interactions with others.

4.1 Content
Content is central in measuring echo chamber e�ects. In a setting
where opinions are polarized between two perspectives – in our
case “liberal” and “conservative” – we say that an echo chamber
exists to the degree that users consume content that agrees with their
point of view. To make this de�nition actionable and quantify the
echo chamber e�ect, we need to model the political leaning of
content consumed and produced by users.

6https://en.wikipedia.org/wiki/Chris_Murphy_gun_control_�libuster
7http://www.bbc.com/news/world-us-canada-33269991
8https://www.nytimes.com/2016/06/28/us/supreme-court-texas-abortion.html



content

• focus on news outlets e.g., NYT, BBC, CNN, etc.

• assign content polarity score at each outlet
– 0 : liberal — 1 : conservative

• obtain ground-truth scores for top-500 outlet

[Bakshy et al., Science, 2015]Political Discourse on Social Media:
Echo Chambers, Gatekeepers, and the Price of Bipartisanship WWW ’18, April 23–27, 2018, Lyon, France

PageRank re�ects the importance of a node in the follow network,
and a higher PageRank can be interpreted as a higher chance of the
user to spread its content to its community.
Clustering coe�cient. In an undirected graph, the clustering
coe�cient cc(u) of a node u is de�ned as the fraction of closed
triangles in its immediate neighborhood. Speci�cally, let d be the
degree of node u, andT be the number of closed triangles involving
u and two of its neighbors. The clustering coe�cient is then de�ned
as cc(u) = 2T

d (d�1) . Note that, as the networks in our datasets are
directed graphs, we consider their undirected version to compute
clustering coe�cients. A high clustering coe�cient for a node
indicates that the ego network of the corresponding user is tightly
knit, i.e., the node is embedded in a well-connected community.
Retweet/Favorite rate. For a given dataset, the retweet rate (fa-
vorite rate) of a user is the fraction of the tweets of that user that
have received at least one retweet (favorite).
Retweet/Favorite volume. For a given dataset, the retweet volume
(favorite volume) of a user is de�ned as the median number of
retweets (favorites) received by their tweets. This is di�erent from
the retweet/favorite rate because it indicates the popularity of the
content, where as the retweet/favorite rate captures “acceptance”
of the user’s content.

5 ANALYSIS
In this section, we analyze the datasets described in Section 3 using
the measures de�ned in Section 4 to answer the following ques-
tions:
(1) Are there echo chambers, or, are users exposed to content that

carries opposite leaning? We answer these questions by look-
ing at the joint distribution of production and consumption
polarities (§ 5.1).

(2) Is there an advantage in being partisan? We quantify advan-
tage in terms of network centrality and connectivity (PageRank
and clustering coe�cient, respectively), as well as in terms of
content appreciation (number of retweets and favorited tweets)
(§ 5.2).

(3) Who are the users who act as gatekeepers of information in the
network? We explore features of these users and examine how
they di�er from other users. (§ 5.3).

(4) Can we predict if a user is a partisan or a gatekeeper, just
by looking at their tweets? We build a classi�cation model
that predicts if a user is a partisan or a gatekeeper, leveraging
features extracted from the above analysis (§ 5.4).

5.1 Echo chambers: content production and
consumption

As discussed in Section 4, the political leaning of produced and
consumed content is measured based on the leaning of cited news
sources. The distribution of political-leaning scores for the news
sources is shown in Figure 2. The distribution shows that there are
many conservative outlets, and a sizeable number of neutral and
liberal outlets.

To explore the values of production and consumption polarities
across the datasets, let us examine Figure 3. The top row shows

Figure 2: Distribution of political leaning scores for the 500
news sources considered in the current work [5].

�ve plots for the P�������� datasets, and the bottom row for the
N���P�������� ones. Each plot contains three subplots: a two-
dimensional scatter-plot in the center and two one-dimensional
subplots along the two axes of the scatter-plot.

The distribution of production and consumption polarities of
users in the various datasets is shown in the scatter plots of Figure 3.
Each point in the scatter-plot corresponds to a user. Recall that lower
polarities indicate liberal users, and higher polarities indicate con-
servative alignment. The color of each point indicates the sign of the
user polarity score, as de�ned by Barberá [7] and described in Sec-
tion 4 (yellow= negative= democrat, grey= positive= republican).
The di�erence between the two groups of datasets is stark: produc-
tion and consumption polarities are highly correlated for P��������
datasets, which means that users indeed tend to receive content
with political leaning aligned to their own. The same does not hold
for the N���P�������� group, where the correlations are low to
non-existent.

How do the production and consumption polarities align with
user polarity scores? To explore this, let us turn to the one-dimen-
sional subplots that accompany each scatter-plot. The subplot along
the x-axis (�-axis) shows the distributions for production (consump-
tion) score for democrats and republicans — as before, de�ned in
terms of the sign of user polarity [7]. We observe that the produc-
tion and consumption polarities for the P�������� datasets exhibit
clearly separated and bi-modal distributions, while the distributions
very much coincide for the N���P�������� datasets. This kind of
bimodal distribution is also indicative of a divide in the leaning of
the content produced and consumed.

Furthermore, let us note that, when the distributions of produc-
tion and consumption polarities are compared with the content
polarity scores of the sources in Figure 2, they appear quite di�er-
ent. The production/consumption polarities are more concentrated
towards the middle of the spectrum (i.e., there are few very ex-
treme users), and the modes themselves are relatively far from the
extremes. In addition, the concentration of the distributions show
a preference for one leaning when compared to the distribution
of source polarities. This preference can be attributed to personal
choice of the user (for the production), and also to network e�ects
such as homophily and network correlation (for the consumption).

Finally, we examine the variance of the production and consump-
tion polarities. We ask whether users who are more partisan also



characterize users based on

• production polarity : avg polarity of shared content

• consumption polarity : avg polarity of followees’ content



user roles : partisan

productionproduction



user roles : bi-partisan

production



user roles : consumer

consumption consumption



user roles : gatekeeper

consumption

production



users — production-polarity distribution

WWW ’18, April 23–27, 2018, Lyon, France Anon.

Figure 1: Example showing the de�nition of �-partisan users.
The dotted red lines are drawn at � and 1-� . Users on the left
of the leftmost dashed red line or right of the rightmost one
are �-partisan.

For the content production of a user u, we consider tweets posted
by user u. For the content consumption of a user u we consider
tweets posted by users whom u follows.

To quantify the political leaning of content posted on Twitter,
we consider only messages that contain a link to an online news
organization with a known and independently derived political
leaning. In particular, we use the dataset of the political leaning
scores of news organizations described in Section 3. Based on those
scores, we de�ne a polarity score for the content produced and
consumed by a user.
Production polarity. For each user u in a given dataset, we con-
sider the set of tweets Pu posted by u that contain links to news
organizations of known political leaning ln . We then associate each
tweet t 2 Pu with leaning `(t ) = ln . The production polarity p (u) of
user u is then de�ned as the average political leaning over Pu , i.e.,

p (u) =

P
t 2Pu `(t )

|Pu | . (1)

The value of production polarity ranges between 0 and 1. For users
who regularly share content from liberal sources, production po-
larity is closer to 0, while for the ones who share content from
conservative sources it is closer to 1.

We wish to quantify the extent to which users produce one-sided
content. We say that a user is �-partisan, for some value 0  �  1

2 ,
if their production polarity is within � from either extreme value

min{p (u), 1 � p (u)}  � . (2)

The smaller the value of � the more partisan a user is. Note also
that the � -partisan de�nition is monotone, that is, if a user u is
� -partisan then u is also � 0-partisan for � < � 0  1

2 . Users who
are not � -partisan are called � -bipartisan. Intuitively, � -partisan
users produce content only from one extreme end of the political
spectrum, where as � -bipartisan ones do not. Figure 1 shows an
illustration of � -partisan and � -bipartisan users.
Production variance. Besides the average political leaning of pro-
duced tweets, we also measure the variance in political leaning over
the same set of tweets. The objective is to quantify the range of
opinions of a user covered by the produced content.
Consumption polarity. Similarly to production polarity, we de�ne
consumption polarity based on the set of tweets C (u) that a user

receives on their feed from users they follow. We again focus on
tweets that contain a link to a news article from a domain with
known polarity. The consumption polarity c (u) of user u is de�ned
as the average political leaning of received tweets C (u).

c (u) =

P
t 2Cu `(t )

|Cu | (3)

Values close to 0 indicate consumption of liberal content, while
values close to 1 indicate consumption of conservative content.

To quantify the extent to which users consume one-sided content,
we say that a user is �-consumer, for some value 0  �  1

2 , if
their consumption polarity is within � from either extreme value

min{c (u), 1 � c (u)}  � . (4)

The values of consumption polarity behave similarly to those of
production polarity.
Consumption variance. Besides the average political leaning of
consumed tweets, we also measure the variance in political leaning
over the same set of tweets. The objective is to quantify the range
of opinions of a user covered by the consumed content.
Gatekeepers. Gatekeepers are de�ned in media and communica-
tion studies as media sources that act as �lters (or ‘gatekeepers’) of
information [24]. In our case, we consider consumption and pro-
duction of content jointly, and de�ne gatekeepers as users who
consume content from both sides of the political spectrum but only
produce content from one side. These users block or �lter informa-
tion from one side, and hence can be considered gatekeepers.

Formally, we say that a user u is �-gatekeeper if u is � -partisan
but not � -consumer, i.e.,

min{p (u), 1 � p (u)}  � , and min{c (u), 1 � c (u)} > � . (5)

Example. Consider two users, a and b, whose production and con-
sumption polarities are (p (a), c (a)) = (0.1, 0.3) and (p (b), c (b)) =
(0.1, 0.15), respectively. Both a and b are 0.1-gatekeepers. In addi-
tion, a is a 0.2-gatekeeper, whereas b is not. This example motivates
our analysis in Section 5.3, where we study � -gatekeepers as a
function of the parameter � .

4.2 Network
Our goal is to understand the interplay of content consumption
and production with the position of the users in the network and
the global network structure. Thus, to add to the above measures
de�ned using content, we de�ne measures that capture the position
of the user in a network and their interactions with other users. We
consider the following network measures.
User polarity. We adopt the latent space model proposed by Bar-
berá et al. [8] to estimate a user polarity score. This score is based on
the assumption that Twitter users prefer to follow politicians whose
position on the latent ideological dimension is similar to theirs. For
the list of politicians and details on estimating the polarity, please
refer to the original paper [8]. Negative (positive) values of the user
polarity scores indicate a democrat (republican) leaning and the
absolute value of the polarity indicates the degree of support to the
respective party.
Network centrality. We employ the well-known PageRank mea-
sure [29] to characterize the centrality of a node in a network.



network features

• user polarity (democrat vs. republican)
[Barberá et al., Psychological Science, 2015]

• network centrality : PageRank, in-degree

• clustering coefficient

• retweet ratio

• retweet volume



echo chambers

content production and consumption
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Figure 3: Distribution of production and consumption polarity, for P�������� (�rst row) and N���P�������� (second row)
datasets. The scatter plots display the production (x-axis) and consumption (�-axis) polarities of each user in a dataset. Colors
indicate user polarity sign, following [7] (yellow = negative = democrat, grey = positive = republican). The one-dimensional
plots along the axes show the distributions of the production and consumption scores for democrats and republicans.

present a lower variance in their polarities, which means they pro-
duce and consume content from a narrower spectrum of sources.
Figure 4 shows the consumption and production variance of each
user (�-axis) against the respective (mean) polarity measure. The
plot shows a clear “downward U” trend, which con�rms the afore-
mentioned hypothesis: bipartisan users follow news sources with
a wider spread of political leaning, rather than just picking from
the center, which makes their news diet qualitatively di�erent from
partisan users. We obtain similar results when looking at the vari-
ance of production and consumption polarities as a function of user
polarity score [7] (omitted due to space constraints). The consis-
tency of these results reinforces the validity of our production and
consumption polarity metrics.

5.2 Analysis of partisan users
Recall that a � -partisan user is one who produces content exclu-
sively from one side of the political spectrum. In this section, we
study how partisan users di�er from bipartisan users. We focus on
three main elements for the comparison:
(a) Network: PageRank (global measure of importance), clustering

coe�cient (local measure of community connection), and abso-
lute user polarity (higher values indicate higher polarization).

(b) Pro�le: number of followers (proxy for popularity), number of
friends, number of tweets (proxy for activity), age on twitter
(number of weeks the user has been on twitter).

(c) Interaction: retweet/favorite rate, retweet/favorite volume.
Partisans and bipartisans are parameterized by threshold � , and

we consider di�erent values for � between 0.20 and 0.45 in steps
of 0.05. For each value of � , we explore the value distribution of

the above features for the two groups of users and test whether
they are di�erent. Table 2 (second column) summarizes the results
for partisan users and lists the features for which the di�erence
is statistically signi�cant on a majority of the datasets. A “3” in
the table means that the property (e.g., PageRank) is signi�cantly
higher for partisans (here, partisans) for at least 4 of the 6 values
of the � threshold, for most of the datasets (In most cases we �nd
consistent behavior across all datasets).9 A “3 (-)” means that the
property is signi�cantly lower for partisans. A “7” indicates we �nd
no statistically signi�cant di�erence.

For some of the features that exhibit signi�cantly di�erent dis-
tributions between the two groups, the distributions are shown in
Fig. 5 (user polarity), Fig. 6 (PageRank), and Fig. 7 (clustering coe�-
cient). Each �gure shows a set of beanplots,10 one for each P������
��� dataset. Each beanplot shows the estimated probability density
function for a measure computed on the dataset, the individual
observations are shown as small white lines in a one-dimensional
scatter plot, and the mean as a longer black line. The beanplot is
divided into two groups, one for partisan users (left/dark) and one
for bi-partisan ones (right/light).

Considering absolute polarity polarities, partisan users are sig-
ni�cantly more polarized than bipartisan ones, as shown in Figure 5.
We see that partisan users enjoy a more central position in the net-
work, indicated by higher PageRank (Figure 6). Similarly, partisan
users are more connected to their own community, indicated by
a higher clustering coe�cient (Figure 7). Finally, their tweets are
more appreciated, i.e., a higher fraction of their tweets receives
a retweet, albeit the e�ect size is smaller in this case (�gure not
9Welch’s t -test equality of means (p < 0.001) [34].
10A beanplot is an alternative to the boxplot for visual comparison of univariate data
among groups.
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Figure 3: Distribution of production and consumption polarity, for P�������� (�rst row) and N���P�������� (second row)
datasets. The scatter plots display the production (x-axis) and consumption (�-axis) polarities of each user in a dataset. Colors
indicate user polarity sign, following [7] (yellow = negative = democrat, grey = positive = republican). The one-dimensional
plots along the axes show the distributions of the production and consumption scores for democrats and republicans.
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Figure 4 shows the consumption and production variance of each
user (�-axis) against the respective (mean) polarity measure. The
plot shows a clear “downward U” trend, which con�rms the afore-
mentioned hypothesis: bipartisan users follow news sources with
a wider spread of political leaning, rather than just picking from
the center, which makes their news diet qualitatively di�erent from
partisan users. We obtain similar results when looking at the vari-
ance of production and consumption polarities as a function of user
polarity score [7] (omitted due to space constraints). The consis-
tency of these results reinforces the validity of our production and
consumption polarity metrics.

5.2 Analysis of partisan users
Recall that a � -partisan user is one who produces content exclu-
sively from one side of the political spectrum. In this section, we
study how partisan users di�er from bipartisan users. We focus on
three main elements for the comparison:
(a) Network: PageRank (global measure of importance), clustering

coe�cient (local measure of community connection), and abso-
lute user polarity (higher values indicate higher polarization).

(b) Pro�le: number of followers (proxy for popularity), number of
friends, number of tweets (proxy for activity), age on twitter
(number of weeks the user has been on twitter).

(c) Interaction: retweet/favorite rate, retweet/favorite volume.
Partisans and bipartisans are parameterized by threshold � , and

we consider di�erent values for � between 0.20 and 0.45 in steps
of 0.05. For each value of � , we explore the value distribution of

the above features for the two groups of users and test whether
they are di�erent. Table 2 (second column) summarizes the results
for partisan users and lists the features for which the di�erence
is statistically signi�cant on a majority of the datasets. A “3” in
the table means that the property (e.g., PageRank) is signi�cantly
higher for partisans (here, partisans) for at least 4 of the 6 values
of the � threshold, for most of the datasets (In most cases we �nd
consistent behavior across all datasets).9 A “3 (-)” means that the
property is signi�cantly lower for partisans. A “7” indicates we �nd
no statistically signi�cant di�erence.

For some of the features that exhibit signi�cantly di�erent dis-
tributions between the two groups, the distributions are shown in
Fig. 5 (user polarity), Fig. 6 (PageRank), and Fig. 7 (clustering coe�-
cient). Each �gure shows a set of beanplots,10 one for each P������
��� dataset. Each beanplot shows the estimated probability density
function for a measure computed on the dataset, the individual
observations are shown as small white lines in a one-dimensional
scatter plot, and the mean as a longer black line. The beanplot is
divided into two groups, one for partisan users (left/dark) and one
for bi-partisan ones (right/light).

Considering absolute polarity polarities, partisan users are sig-
ni�cantly more polarized than bipartisan ones, as shown in Figure 5.
We see that partisan users enjoy a more central position in the net-
work, indicated by higher PageRank (Figure 6). Similarly, partisan
users are more connected to their own community, indicated by
a higher clustering coe�cient (Figure 7). Finally, their tweets are
more appreciated, i.e., a higher fraction of their tweets receives
a retweet, albeit the e�ect size is smaller in this case (�gure not
9Welch’s t -test equality of means (p < 0.001) [34].
10A beanplot is an alternative to the boxplot for visual comparison of univariate data
among groups.
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gatekeepers vs. non gatekeepers
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Figure 4: Top: Production polarity variance vs. production polarity (mean). Bottom: Consumption polarity variance vs. con-
sumption polarity (mean).

shown). Similar trends hold for the number of retweets and the
number of favorites (omitted due to space constraints). These re-
sults are consistent irrespective of the value of the � threshold used
to de�ne � -partisan users.

5.3 Gatekeepers of information
We now turn our attention to � -gatekeeper users, i.e., users who
consume more central content than what they produce. As in the
previous section, we vary � between 0.2 and 0.45 in intervals of 0.05.
Due to space constraints, we do not show beanplots for the gate-
keepers. We only show a summary of results in Table 3.

Gatekeepers, like partisans, occupy positions with high centrality
in the network, i.e., higher than average PageRank and in-degree.
However, di�erently from the rest of the side they align with, they
show a lower clustering coe�cient, an indication that they are
not completely embedded in a single community. Given that they
receive content also from the opposing side, this result is to be
expected: most of the links that span the two communities will
remain open (i.e., not form a triangle). Similarly, their polarity score
is on average less extreme than the rest of their group.

Di�erently from the partisans, we could not �nd consistent
trends for pro�le features, such as retweet and favorite rate and
volume. The results are reported in Table 2.

Finally, given that both partisans and gatekeepers sport higher
centrality, we compare their PageRank values directly and �nd that
there is a signi�cant di�erence: partisans have a higher PageRank
compared to gatekeepers (�gure not shown). This e�ect is more
pronounced for higher values of the threshold� , possibly suggesting
that, even among users who produce polarized content, purity (not
following users of the opposite side) is rewarded.

5.4 Prediction
Given that partisans and gatekeepers present markedly di�erent
characteristics in terms of network and content, can we predict
who is who without looking at their production and consumption
polarities? That is, how evident is their role in the discussion just by
looking at their network and pro�le features? We train a Random

Table 2: A 3 indicates that the corresponding property is sig-
ni�cantly higher for the group of the column (p < 0.001) for
at least 4 of the 6 thresholds � used, for most datasets. A mi-
nus next to the checkmark (-) indicates that the property is
signi�cantly lower.

Features Partisans Gatekeepers

PageRank 3 3

clustering coe�cient 3 (-) 3 (-)
user polarity 3 (-) 3 (-)
degree 3 3

retweet rate 3 7

retweet volume 3 7

favorite rate 3 7

favorite volume 3 7

# followers 7 7

# friends 7 7

# tweets 7 7

age on Twitter 7 7

Table 3: Comparison between �-gatekeeper users and a ran-
dom sample of normal users. A 3 indicates that the corre-
sponding property is signi�cantly higher for gatekeepers
(p < 0.001) for at least 4 of the 6 thresholds � used. A mi-
nus next to the checkmark (-) indicates that the property is
signi�cantly lower.

PageRank Degree CC Polarity

guncontrol 3 3 3 (-) 3 (-)
obamacare 3 3 (-) 3 (-)
combined 3 3 3 (-) 3 (-)
abortion 3 3 3 (-) 3 (-)
large 3 3 3 (-) 3 (-)

Forest classi�er on the P�������� datasets, and use the following
features for each user:
� Network features: PageRank, degree, clustering coe�cient;

there is a price to be bi-partisan
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Figure 4: Top: Production polarity variance vs. production polarity (mean). Bottom: Consumption polarity variance vs. con-
sumption polarity (mean).
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consume more central content than what they produce. As in the
previous section, we vary � between 0.2 and 0.45 in intervals of 0.05.
Due to space constraints, we do not show beanplots for the gate-
keepers. We only show a summary of results in Table 3.
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in the network, i.e., higher than average PageRank and in-degree.
However, di�erently from the rest of the side they align with, they
show a lower clustering coe�cient, an indication that they are
not completely embedded in a single community. Given that they
receive content also from the opposing side, this result is to be
expected: most of the links that span the two communities will
remain open (i.e., not form a triangle). Similarly, their polarity score
is on average less extreme than the rest of their group.

Di�erently from the partisans, we could not �nd consistent
trends for pro�le features, such as retweet and favorite rate and
volume. The results are reported in Table 2.

Finally, given that both partisans and gatekeepers sport higher
centrality, we compare their PageRank values directly and �nd that
there is a signi�cant di�erence: partisans have a higher PageRank
compared to gatekeepers (�gure not shown). This e�ect is more
pronounced for higher values of the threshold� , possibly suggesting
that, even among users who produce polarized content, purity (not
following users of the opposite side) is rewarded.

5.4 Prediction
Given that partisans and gatekeepers present markedly di�erent
characteristics in terms of network and content, can we predict
who is who without looking at their production and consumption
polarities? That is, how evident is their role in the discussion just by
looking at their network and pro�le features? We train a Random

Table 2: A 3 indicates that the corresponding property is sig-
ni�cantly higher for the group of the column (p < 0.001) for
at least 4 of the 6 thresholds � used, for most datasets. A mi-
nus next to the checkmark (-) indicates that the property is
signi�cantly lower.

Features Partisans Gatekeepers

PageRank 3 3

clustering coe�cient 3 (-) 3 (-)
user polarity 3 (-) 3 (-)
degree 3 3

retweet rate 3 7

retweet volume 3 7

favorite rate 3 7

favorite volume 3 7

# followers 7 7

# friends 7 7

# tweets 7 7

age on Twitter 7 7

Table 3: Comparison between �-gatekeeper users and a ran-
dom sample of normal users. A 3 indicates that the corre-
sponding property is signi�cantly higher for gatekeepers
(p < 0.001) for at least 4 of the 6 thresholds � used. A mi-
nus next to the checkmark (-) indicates that the property is
signi�cantly lower.

PageRank Degree CC Polarity

guncontrol 3 3 3 (-) 3 (-)
obamacare 3 3 (-) 3 (-)
combined 3 3 3 (-) 3 (-)
abortion 3 3 3 (-) 3 (-)
large 3 3 3 (-) 3 (-)

Forest classi�er on the P�������� datasets, and use the following
features for each user:
� Network features: PageRank, degree, clustering coe�cient;

there is a price to be bi-partisan



prediction

• tweet features

– n-grams with tf · idf weights

• profile features

– number of tweets / followers / friends, age on twitter

• network features

– PageRank, degree, clustering coefficient

predicting partisans (accurasy ≈ 0.81)

is easier than

predicting gatekeepers (accurasy ≈ 0.68)



summary of findings

• echo chambers observed in politically contentious topics

• echo chambers not observed in non-contentious topics

• bi-partisan users pay a price in terms of network centrality,
community connection, and endorsements

• gatekeepers : who are they and what is their role?

– e.g., open-minded citizens or “soldiers” of one side?



research question

can we identify and quantify polarization ?

K. Garimella, G. De Francisci Morales, A. Gionis, M. Mathioudakis, “Quantifying

controversy in social media”, ACM WSDM 2016



how can we identify polarization ?

ideas

• content
– do opposing sides say different things ?

• sentiment
– do polarized topics exhibit wider range of emotions ?

• interactions
– do people interact more with their own side ?



high-level approach

• build an interaction graph

• is the interaction graph polarized?

• output polarization score

non polarized polarized
two sides well separated



many different options
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random-walk controversy score (RWC)

• how likely a random user on either side to be exposed
to authoritative content from the opposing side

• assume graph is partitioned in two sides, A and B

• consider a random walk that started at a random node
and finished in a hub in Y ∈ {A,B}

• probability that random walk started in X ∈ {A,B}

PXY = Pr(r.w. started in X | r.w. finished in Y )

• random-walk controversy score (RWC)

RWC = PAAPBB − PABPBA

does not depend on cluster sizes and relative in-degrees



evaluation

• annotate polarized and non-polarized topics

• polarized
– indian beefban, nemtsov protests, netanyahu US
– congress speech, baltimore riots, ukraine

• non-polarized
– germanwings plane crash, sxsw, mother’s day,
– jurassic world movie, national kissing day

• evaluate different settings on ground truth



best performing setting

pipeline
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example of results

nemtsov protests

results
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research questions

design algorithms to help reducing polarization

design algorithms to maximize diversity



mitigation action I

improve awareness

P. Lahoti, K. Garimella, A. Gionis, “Joint non-negative matrix factorization for learning

ideological leaning on twitter”, ACM WSDM 2018



improve awareness

• develop tools for users to perceive their “news diet”

• visualize/navigate in the underlying ideology space,
their position, the accounts they follow, the news they read

• offer functionalities such as

– “find a high-quality article on the same topic
– from the opposing viewpoint”



learning of ideological leanings

• infer ideological stances of users and content
– e.g., liberal–conservative space

• common latent space for users and content

• e.g., substitute ground-truth polarities in previous study
with learned polarities

• joint non-negative matrix-factorization task



intuition

• map users and content in a joint latent ideology space

such that

• similar users are more likely to follow each other

• similar users are more likely to share similar content

• similar content is more likely to be shared by similar users

∗similar means close in the latent ideology space



the problem setting

• social network G = (V ,E)

– adjacency matrix A ∈ Rn×n

• user–content matrix C ∈ Rm×n

• latent matrix representing user ideology U ∈ Rn×k

• latent matrix representing content ideology V ∈ Rm×k

• decompose

A ≈ UHuUT and C ≈ UHv VT

subject to orthonormal U and V and graph-regularization



evaluation

• twitter data from 2011 to 2016, focusing on
controversial topics (gun control, abortion, obamacare)

• 6 391 users and 19 million tweets

• gather ground-truth polarity scores

– content polarity [Bakshy et al., 2015]

– user polarity [Barberá et al., 2015]



content ideology scores

webpage visit data [18]. Each of these scores roughly measures the
fraction of views/shares/clicks by a conservative user. We map all
scores in the [0, 1] range, 1 being conservative. For the domains
listed in multiple lists we compute the ideology by averaging the
scores. We also remove domains that are not necessarily news
sources (e.g., wikipedia.org, reddit.com, etc.). In total, we collect 559
news domains with ground-truth ideology scores. We refer to this
dataset as ������� ground truth.
Ideology scores for Twitter users: We use two di�erent ground-
truth scores for users: (i) �������: ideology score estimated by
Barberá et al. [5], which applies Bayesian ideal point estimate on
nearly 12 million Twitter users, and (ii) ���_�������: average
ground-truth ideology scores of the sources tweeted by the user.
Popularity scores for sources: We use the aggregated number
of tweets about each news media channel in the collected data set
as a proxy for the popularity of the source.
Popularity scores for users: Since the collection of users is a
random set of people on user, we do not have any ground truth for
popularity of Twitter users.

5.3 Baseline algorithms
We compare our method with three types of methods for ideol-
ogy detection: network-only, content-only, and a combination of
network and content.
Network-only: We consider two types of network-only methods:
(i) ���-based methods that can provide a continuous ideology
score for a user between 0 and 1; and (ii) other methods that only
produce binary labels for ideology (a user is either liberal or conser-
vative). We use symmetric ��� (��������) [13], a 3-factor ���
shown to be equivalent to normalized-cut spectral clustering [12],
������� a method based on partitioning the retweet graph [16]
and ������ a graph partitioning approach on the follow network.
In order to construct a source-source relationship matrix, we use
CT C. It is noteworthy that network-only methods perform only
one-side clustering — one data type at a time. Hence, we need to ap-
ply the methods separately for users and content sources. As such,
network-only methods do not provide any information about the
correspondence between the two clusterings. Further, �������
and ������ return only binary labels, hence we do not use this
baseline for comparing ideology scores.
Content-only: We use orthogonal ��� tri-factorization (�����),
a co-clustering approach [13], and dual manifold co-clustering
(����) [22]. In these methods the bipartite content matrix C is used
to co-cluster the rows (users) and columns (sources) of the matrix
simultaneously using bi-orthogonality and graph-regularization
constraints.
Network and content: We compute ideology scores of Twitter
users estimated by kulshrestha et al. [23] (�����������) and
Lu et al. [28] (���������).
Proposed methods: We use the proposed method ���, and a vari-
ant of ��� without graph-regularization constraints (�������).
We initialized U and V randomly from a uniform distribution in
[0,1] and Hu and Hs as identity matrices of size k . Parameters �
and � are chosen using grid search. Additional details on various
approaches tried for parameter initialization, parameter tuning,
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Figure 2: Popular media outlets and their ideology leaning
scores computed by our method.

and stability of the algorithms with respect to the parameters are
omitted due to lack of space, and will be provided in the full version
of the paper.

5.4 Experimental setup
Evaluation measures. We perform two types of qualitative evalu-
ation tasks: (i) quality of ideological cluster separation (into liberal
or conservative clusters) and (ii) correlation between the computed
ideology scores and ground-truth scores. In order to evaluate clus-
ter separation, we measure ������, adjusted Rand index (���),
adjusted mutual information (���), and normalized mutual infor-
mation (���) between the clusters detected by the algorithm and
the set of ground-truth communities derived by separating users
at ideology score threshold at 0.5. In order to measure correlation
between the computed ideology scores and the ground-truth scores,
we use Pearson mutual correlation coe�cient (����).

5.5 Results
Ideology estimates for users and sources. At a �rst look, the
user ideology scores seem intuitive with the top liberal users being
@barackobama (score: 0.0), @berniesanders (0.0), @thedemocrats
(0.0) and top conservative users @tedcruz (score: 0.99), @sean-
hannity (0.99), and @davidlimbaugh (0.9). Figure 2 shows popular
news-media outlets and their ideology leaning scores computed by
our method. We observe that the position of the news sources is as
expected: Liberal-leaning news outlets (e.g., nytimes, washington
post, the guardian) are on the left, and conservative news outlets
(e.g., fox news, breitbart, rushlimbaugh) on the right. This is also
consistent with the survey-based results found by [29]. While it
is easy to identify the extreme left and right, it is more di�cult to
identify the neutral users and sources (like yahoo, mediaite, white-
house.gov, etc), which, in fact, is the most important subset of users
and sources to tackle the information �lter-bubble issue.
Evaluation of clustering and ideology scores. We compare the
proposed methods with the baselines on (i) quality of ideological
cluster separation (������, ���, ��� and ���) and (ii) correla-
tion (����) between computed ideology score and ground-truth

correlation with ground-truth scores 0.82



audience ideology scores

Figure 3: Polarization of the audience of news sources. Values on the x-axis represent the ideology score of users and values
on the �-axis represent the kernel density estimate of the number of users at each point.

(a) Democratic Party (b) Republican Party

Figure 4: Ideological position of @thedemocrats and @gop
(black dots) and their content engagement. Points in the grey
are the sources that the user never interacted with.

number of times a user has consumed content from the said source.
In order to increase the ease of visual interpretation, we color the
content according to the ideological learning (blue: liberal, green:
neutral and red: conservative). Content not consumed by the user
is colored gray.

Figure 4 presents a prototype for two popular Twitter accounts
from the two ends of the political spectrum: the Republican Party
(@gop) and the Democratic party (@thedemocrats).3 From this
�gure, one can visually observe their own ideological positioning
as well as the ideology of the content that they engage with. For
instance, @thedemocrats is heavily liberal in their ideology (ide-
ology score 0.0). The content consumed by @thedemocrats is also
heavily biased on the liberal side. As expected, a large fraction of the
content they engage with is from the left (mainly liberal media like
nytimes.com and washingtonpost.com), and negligible amount from
the opposite point of view, whereas the opposite is true for @gop.
It is interesting to observe that the Republican party account has a
higher engagement with diverse view points than the Democrats.

6.2 Making ideologically diverse content
recommendations

Garimella et al. [17] proposed an approach to di�use a user’s �lter
bubble by connecting him to a user outside his bubble from the
opposing viewpoint. Their approach is mainly based on identify-
ing users from opposing sides and optimizing a global function.
Here, we build on top of that idea and use our computed ideology
to di�use a user’s bubble by recommending him content from an
3An interactive web version of these plots can be accessed at
http://resources.mpi-inf.mpg.de/d5/�lterbubble.
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Figure 5: Logical diagram of user content recommendation
by sampling from the Gaussian over “ideology” and “popu-
larity” positioning.

opposing viewpoint, along with an option to choose how willing
the user is to explore the other side. Recommending ideologically
diverse content to a user can be controlled by the user using two
parameters: ideology tolerance threshold � and popularity thresh-
old � . Intuitively, a user is more likely to accept content within the
region+� and�� on either side of the user’s ideological positioning,
and +� and �� on either side of his popularity position. Figure 5a
visualizes a hypothetical user in the original ideology latent space
and the transformed ideology-popularity coordinate space (detailed
in Section 4). Consider that we build two Gaussian distributions
around the user box (see Figure 5b) with their means centered at
user’s ideology and popularity score respectively, and variance as
a function of the tolerance threshold given as input by the user.
We can now sample content from these Gaussian distributions and
use it for recommending content to the user. As desired, in such a
sampling, the content close to the user’s own ideology and popu-
larity score has a higher probability of being selected. As we move
closer to the thresholds, the probability of an article being selected
gradually decreases. This “box” gives the space of exploration for a
user and depending on the user’s willingness to explore (based on
parameters � ,� ), they can see content outside their bubble.

7 CONCLUSIONS
We considered the problem of identifying ideological leaning of
users and news sources (content) on Twitter. The paper tackles
two main challenges: (i) learning the ideological latent factors of
users and content in a joint model that explores simultaneously
user-to-user and user-to-content relations; and (ii) embedding the
discovered factors in a common latent space so as to support visu-
alization and exploration of the results. Our approach distinguishes

Figure 3: Polarization of the audience of news sources. Values on the x-axis represent the ideology score of users and values
on the �-axis represent the kernel density estimate of the number of users at each point.

(a) Democratic Party (b) Republican Party

Figure 4: Ideological position of @thedemocrats and @gop
(black dots) and their content engagement. Points in the grey
are the sources that the user never interacted with.

number of times a user has consumed content from the said source.
In order to increase the ease of visual interpretation, we color the
content according to the ideological learning (blue: liberal, green:
neutral and red: conservative). Content not consumed by the user
is colored gray.

Figure 4 presents a prototype for two popular Twitter accounts
from the two ends of the political spectrum: the Republican Party
(@gop) and the Democratic party (@thedemocrats).3 From this
�gure, one can visually observe their own ideological positioning
as well as the ideology of the content that they engage with. For
instance, @thedemocrats is heavily liberal in their ideology (ide-
ology score 0.0). The content consumed by @thedemocrats is also
heavily biased on the liberal side. As expected, a large fraction of the
content they engage with is from the left (mainly liberal media like
nytimes.com and washingtonpost.com), and negligible amount from
the opposite point of view, whereas the opposite is true for @gop.
It is interesting to observe that the Republican party account has a
higher engagement with diverse view points than the Democrats.

6.2 Making ideologically diverse content
recommendations

Garimella et al. [17] proposed an approach to di�use a user’s �lter
bubble by connecting him to a user outside his bubble from the
opposing viewpoint. Their approach is mainly based on identify-
ing users from opposing sides and optimizing a global function.
Here, we build on top of that idea and use our computed ideology
to di�use a user’s bubble by recommending him content from an
3An interactive web version of these plots can be accessed at
http://resources.mpi-inf.mpg.de/d5/�lterbubble.
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Figure 5: Logical diagram of user content recommendation
by sampling from the Gaussian over “ideology” and “popu-
larity” positioning.

opposing viewpoint, along with an option to choose how willing
the user is to explore the other side. Recommending ideologically
diverse content to a user can be controlled by the user using two
parameters: ideology tolerance threshold � and popularity thresh-
old � . Intuitively, a user is more likely to accept content within the
region+� and�� on either side of the user’s ideological positioning,
and +� and �� on either side of his popularity position. Figure 5a
visualizes a hypothetical user in the original ideology latent space
and the transformed ideology-popularity coordinate space (detailed
in Section 4). Consider that we build two Gaussian distributions
around the user box (see Figure 5b) with their means centered at
user’s ideology and popularity score respectively, and variance as
a function of the tolerance threshold given as input by the user.
We can now sample content from these Gaussian distributions and
use it for recommending content to the user. As desired, in such a
sampling, the content close to the user’s own ideology and popu-
larity score has a higher probability of being selected. As we move
closer to the thresholds, the probability of an article being selected
gradually decreases. This “box” gives the space of exploration for a
user and depending on the user’s willingness to explore (based on
parameters � ,� ), they can see content outside their bubble.

7 CONCLUSIONS
We considered the problem of identifying ideological leaning of
users and news sources (content) on Twitter. The paper tackles
two main challenges: (i) learning the ideological latent factors of
users and content in a joint model that explores simultaneously
user-to-user and user-to-content relations; and (ii) embedding the
discovered factors in a common latent space so as to support visu-
alization and exploration of the results. Our approach distinguishes

correlation of user ideology scores with ground-truth 0.90



visualizing the information bubble
Figure 3: Polarization of the audience of news sources. Values on the x-axis represent the ideology score of users and values
on the �-axis represent the kernel density estimate of the number of users at each point.

(a) Democratic Party (b) Republican Party

Figure 4: Ideological position of @thedemocrats and @gop
(black dots) and their content engagement. Points in the grey
are the sources that the user never interacted with.

number of times a user has consumed content from the said source.
In order to increase the ease of visual interpretation, we color the
content according to the ideological learning (blue: liberal, green:
neutral and red: conservative). Content not consumed by the user
is colored gray.

Figure 4 presents a prototype for two popular Twitter accounts
from the two ends of the political spectrum: the Republican Party
(@gop) and the Democratic party (@thedemocrats).3 From this
�gure, one can visually observe their own ideological positioning
as well as the ideology of the content that they engage with. For
instance, @thedemocrats is heavily liberal in their ideology (ide-
ology score 0.0). The content consumed by @thedemocrats is also
heavily biased on the liberal side. As expected, a large fraction of the
content they engage with is from the left (mainly liberal media like
nytimes.com and washingtonpost.com), and negligible amount from
the opposite point of view, whereas the opposite is true for @gop.
It is interesting to observe that the Republican party account has a
higher engagement with diverse view points than the Democrats.

6.2 Making ideologically diverse content
recommendations

Garimella et al. [17] proposed an approach to di�use a user’s �lter
bubble by connecting him to a user outside his bubble from the
opposing viewpoint. Their approach is mainly based on identify-
ing users from opposing sides and optimizing a global function.
Here, we build on top of that idea and use our computed ideology
to di�use a user’s bubble by recommending him content from an
3An interactive web version of these plots can be accessed at
http://resources.mpi-inf.mpg.de/d5/�lterbubble.
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opposing viewpoint, along with an option to choose how willing
the user is to explore the other side. Recommending ideologically
diverse content to a user can be controlled by the user using two
parameters: ideology tolerance threshold � and popularity thresh-
old � . Intuitively, a user is more likely to accept content within the
region+� and�� on either side of the user’s ideological positioning,
and +� and �� on either side of his popularity position. Figure 5a
visualizes a hypothetical user in the original ideology latent space
and the transformed ideology-popularity coordinate space (detailed
in Section 4). Consider that we build two Gaussian distributions
around the user box (see Figure 5b) with their means centered at
user’s ideology and popularity score respectively, and variance as
a function of the tolerance threshold given as input by the user.
We can now sample content from these Gaussian distributions and
use it for recommending content to the user. As desired, in such a
sampling, the content close to the user’s own ideology and popu-
larity score has a higher probability of being selected. As we move
closer to the thresholds, the probability of an article being selected
gradually decreases. This “box” gives the space of exploration for a
user and depending on the user’s willingness to explore (based on
parameters � ,� ), they can see content outside their bubble.

7 CONCLUSIONS
We considered the problem of identifying ideological leaning of
users and news sources (content) on Twitter. The paper tackles
two main challenges: (i) learning the ideological latent factors of
users and content in a joint model that explores simultaneously
user-to-user and user-to-content relations; and (ii) embedding the
discovered factors in a common latent space so as to support visu-
alization and exploration of the results. Our approach distinguishes

@thedemocrats @gop



mitigation action II

user-to-user recommendation

K. Garimella, G. De Francisci Morales, A. Gionis, M. Mathioudakis, “Reducing

controversy by connecting opposing views”, ACM WSDM 2017



user-to-user recommendation

• social network has clustered structure

Figure 1: The “retweet” network of two discussions that took place in twitter. The one on the left corre-
sponds to demonstrations in Russia and is polarized, while the one on the right corresponds to the SXSW

conference and is not polarized.

1

• user-to-user recommendation to reduce clustered structure

• e.g., minimize average shortest path length,
maximize conductance, etc.



reducing polarization

how can we bridge the divide?

• assuming
– polarization score measured by RWC

⇒ we want to reduce RWC

• problem
– add k edges that maximally reduce RWC



reducing polarization

• greedy algorithm
– find the single best edge to reduce RWC

– repeat k times

• inefficient
– computing RWC requires O(MMULT(n))
– faster in practice with iterative computation
– still, greedy requires O(n2 · k · MMULT(n))

• improvements
– consider adding edges only between hubs
– incremental RWC computation using
– Sherman-Morrison formula



reducing polarization

• what does it mean “add k edges”?

• answer: recommendations

• but many recommendations are unlikely to be materialized

– no point recommending D. Trump to retweet H. Clinton

• incorporate probability of accepting a recommendation

– compute user polarity, and

– acceptance probability as a function of user polarity



reducing polarization : real example

polarity=-.99 polarity=.95



reducing polarization : real example

polarity=-.99 polarity=.15



reducing polarization : results



mitigation action III

maximize diversity

A. Matakos, A. Gionis, “Tell me something my friends do not know: Diversity

maximization in social networks”, ICDM 2018

K. Garimella, A. Gionis, N. Parotsidis, N. Tatti, “Balancing information exposure in

social networks”, NIPS 2017

C. Aslay, E. Galbrun, A. Matakos, A. Gionis, “Maximizing the diversity of exposure in a

social network”, ICDM 2018



maximizing diversity

• goal : make recommendations to maximize diversity

• what is diversity and how to measure it?

• user level : recommend diverse content

• network level : make recommendations so that friends see
different content

– motivation : friends can discuss / debate

• combinations

• another consideration : propagation effects, or not



maximizing diversity
“tell me something my friends do not know”

• goal : recommendations to maximize network diversity

• make a small number of recommendations (k )

– why ? intervene as little as possible

• a simple formulation that captures the essence of setting

– graph G = (V ,E) where nodes have values +1 or −1

– corresponds to what kind of content they see

– select k nodes to swap their values so as to maximize
– the number of edges having different values at their
– endpoints, i.e., edges with values (+1,-1)

Matakos et al., ICDM 2018



maximizing diversity
“tell me something my friends do not know”

toy example in “karate club”

(a) Echo-chamber graph
(b) Graph with diversified expo-
sure

Fig. 1: Toy graph with different exposure assignments

[-1,1]), e.g., expressing the grade of the content consumed
by an individual in a continuous spectrum, for example,
conservative–liberal. Finally, we assume that we can estimate
the degree to which an individual is likely to take into account
a specific recommendation, e.g., the probability to re-post the
recommended item. Although estimating these parameters is
orthogonal to our study, it is easy to see that one can develop
simple proxies for them, using data available in the social-
media platform.

Example: A toy example demonstrating our concept is shown
in Figure 1, using the Karate-club network, which is known to
contain two communities. The colors on the nodes represent
different exposure levels, say two different “news diets” that
the network users consume. In Figure 1a each community
has different exposure level, leading to a network with echo
chambers and no diversity. In Figure 1b we depict the optimal
solution to our problem, where we ask for the best k = 4
users, to change their exposure and maximize the total network
diversity—assuming that all users opt-in to receive alternative
news diets and the user cost is constant. In this simple example
the algorithm picks the two hubs of each community.

From the technical point of view, we formulate the problem
of maximizing diversity of exposure as a special case of the
quadratic-knapsack problem (QKP) [7]. Our first result shows
that the diversity maximization problem is not only NP-
hard, but also NP-hard to approximate within a multiplicative
factor. Thus, we study a number of polynomial algorithms
inspired by the quadratic-knapsack formulation, such as meth-
ods based on semidefinite-programming (SDP) relaxation and
linearization techniques. We also propose two scalable greedy
algorithms, which take advantage of the special structure of
our problem.

Our results show that the SDP-based algorithm is the best
performing on a diverse range of settings, followed very
closely by one of the greedy methods. This is very useful
because while the SDP algorithm is expensive, the greedy has
linear complexity with respect to the number of nodes in the
network, and thus, has excellent scalability properties.

Our relaxation provides upper bounds on the quality of
solution. In addition we propose alternative upper bounds
with varying trade-offs of tightness-vs.-efficiency. All these
bounds allow us to obtain empirical approximation guarantees
for given problem instances. For instance, for the problem

instances used in our experiments, we are able to assert that
our algorithms give solutions with typical approximation factor
between 1.5 and 2.5; despite the problem being NP-hard to
approximate.

In summary, in this paper we make the following contribu-
tions:

• Inspired by the problem of breaking filter bubbles, we
formulate the problem of maximizing the diversity of
exposure, as a special case of the quadratic-knapsack
problem.

• We prove that the diversity maximization problem is NP-
hard to approximate within a multiplicative factor.

• We study several algorithms for the problem, including
an SDP-based algorithm, an algorithm based on lineariza-
tion, and two greedy methods.

• We develop upper bounds with different trade-offs of
tightness-vs.-efficiency, which provide empirical approx-
imation guarantees for given problem instances.

• We present an extensive experimental evaluation that
provides evidence for the best-performing methods, and
quality-vs.-efficiency trade-offs.

The rest of the paper is organized as follows. We start
our presentation by reviewing the related work, in Section II.
We then present our notation in Section III, and we formally
define the diversity maximization problem in Section IV.
The NP-hardness proof is also presented in Section IV. In
section V we discuss algorithms for the binary version of
the problem, and we present upper bounds for the optimal
solution. The extension of the diversity-maximization problem
to the continuous case is discussed in Section VI. We present
our experimental evaluation in Section VII, and we conclude
in Section VIII by offering our final remarks and suggestions
for future work.

II. RELATED WORK

Our work relates to the emerging line of work on breaking
filter bubbles and reducing polarization on social media. To
the best of our knowledge, this is the first work to approach
this problem from the point of view of increasing diversity
of information exposure, and formulating it as a quadratic
knapsack-style problem.

Detecting polarization: Recently, a significant body of work
has emerged that focuses on measures for characterizing
polarization in online social media [2], [5], [10], [16], [22].
These works consider mainly the structure in social-media
interactions and quantify polarization or compute node polarity
scores using network-based techniques. Other papers study the
emergence of polarization on various opinion-formation mod-
els: Dandekar et al. [6] generalize DeGroot’s model to account
for biased assimilation, while Vicario et al. [28] propose a
variant of the bounded-confidence model, where discordant
edges are rewired and two opposing opinion clusters emerge.

Reducing polarization: Given the negative effects of frag-
mentation, there has been recent work that focuses on methods
for reducing polarization [11], [22], [25]. Matakos et al. [22]

optimal solution for k = 4



maximizing diversity
“tell me something my friends do not know”

• problem NP-hard (generalization of MAX-CUT)

– also NP-hard to approximate

• problem formulation non convex 0-1 quadratic problem

– an instance of quadratic knapsack QK

• proposed solutions

– SDP relaxation + rounding, inspired by QK solutions

– Glover’s linearization, solve LP, round

– greedy (extremely scalable and high-quality)

– exact solution (not scalable)



maximizing diversity
“tell me something my friends do not know”

• many future directions

• study more realistic problem formulations

– continuous user leaning scores

– continuous content leaning scores

– probability of accepting a recommendation



balancing information exposure

• setting inspired by viral marketing
– a social network and two campaigns
– seed nodes I1 and I2 for the two campaigns
– a model of information propagation

• the problem of balancing information exposure
– find additional seeds S1 and S2, with |S1|+ |S2| ≤ k
– s.t. minimize # of users who see only one campaign
– or maximize # of users who see both or none

Garimella et al., NIPS 2017



illustration

social discussion on fracking

Echo chambers



balancing information exposure — results

• optimization problem is NP-hard

• minimization problem is NP-hard to approximate

• maximization problem: objective function non monotone
and non submodular

• different models of how the two campaigns propagate

• approximation guarantee 1
2(1− 1

e )



balancing information exposure — example



maximizing diversity of exposure

• goal : recommendations to maximize user diversity

• consideration : recommended content may be shared
among users, creating possible cascades

• make a small number of recommendations

– why ? intervene as little as possible

– make at most k recommendations in total

– make at most ki recommendations to user i

Aslay et al., ICDM 2018



maximizing diversity of exposure

• problem formulation inspired by influence maximization

• item propagation modeled by independent cascade

– influence prob. depend on user and item leanings

• we want to recommend k items to k users,
so as to maximize the diversity score∑

v∈V

(
max

i∈E(v)
`(i)− min

i∈E(v)
`(i)
)
,

E(v): items that v is exposed, considering also cascades

`(i): leaning score of item i



maximizing diversity of exposure — results

• diversity function is submodular

• greedy algorithm provides 1
2 approximation

– maximizing a submodular function under
– partition matroid constraints

• but computation prohibitively expensive

– Monte-Carlo simulations

• adapt recent techniques to obtain highly scalable algorithm

– generalize the idea of reverse-reachable sets

– sample-size estimation using martingales



mitigation action IV

clustering with non-polarized
representatives

B. Ordozgoiti, A. Gionis, “Reconciliation k-median”, work in progress



clustering with non-polarized representatives

• clustering formulations are used to select representatives

• k -median: select set of representatives R to

minimize cost(S) =
∑
x∈X

min
r∈R

d(x , r)

+ λ
∑
r∈R

∑
s∈R

d(r , s)︸ ︷︷ ︸
consensus k -median

• application: select a set of articles to summarize an event

• local-search algorithm yields

– O(k) approximation

– O(1), if clusters are large enough



clustering with non-polarized representatives

• clustering formulations are used to select representatives

• k -median: select set of representatives R to

minimize cost(S) =
∑
x∈X

min
r∈R

d(x , r) + λ
∑
r∈R

∑
s∈R

d(r , s)︸ ︷︷ ︸
consensus k -median

• application: select a set of articles to summarize an event

• local-search algorithm yields

– O(k) approximation

– O(1), if clusters are large enough



clustering with non-polarized representatives

• clustering formulations are used to select representatives

• k -median: select set of representatives R to

minimize cost(S) =
∑
x∈X

min
r∈R

d(x , r) + λ
∑
r∈R

∑
s∈R

d(r , s)︸ ︷︷ ︸
consensus k -median

• application: select a set of articles to summarize an event

• local-search algorithm yields

– O(k) approximation

– O(1), if clusters are large enough



clustering with non-polarized representatives

consensus k -median on twitter US presidential election dataset
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Figure 1: Results on the Twitter dataset with different metrics and values of k.
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Figure 2: Results on the Congress dataset for different values of k.

algorithm in this context and derived approximation guarantees, of factor O(�k) in the general304

setting, and constant under mild assumptions. Through experiments on real data coming from a305

social network and voting records, we have shown empirically how the proposed formulation can306

lead to the choice of less polarized groups of representatives, as measured by a well-known method307

for ideology estimation. This work opens various enticing directions for future inquiry. First it308

would be interesting to determine whether the approximation guarantees can be improved, as well309

as to attempt to find tight examples to know the possible extent of said improvement. Second, it310

would be interesting to perform further experiments on similar and other data sets. It is particularly311

compelling to improve our understanding of how different metrics can interact with known methods312

for estimating polarization.313
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summary

• evidence of echo chambers in social networks

– price of bi-partizanship

• quantifying polarization in social media

– random-walk controversy score

• actions to mitigate echo chambers

– improve awareness

– connecting opposing sides

– maximize diversity via recommendations

– clustering with non-polarized representatives



discussion, limitations, future work

• models use mostly network structure
– language-independent, but
– incorporating language can help

• simple models
– two-sided controversies
– external influence is ignored
– “follow” does not imply content consumption
– simple propagation models

• evaluation is challenging, done on few topics

• analysis limited to twitter



reflections

• attempts to reduce polarization may backfire

– user interface is very important

• perhaps people do not want to break their filter bubbles

– still, it should be possible to increase their awareness
– and transparency of the content they receive



thank you

Q & A

Figure 1: The “retweet” network of two discussions that took place in twitter. The one on the left corre-
sponds to demonstrations in Russia and is polarized, while the one on the right corresponds to the SXSW

conference and is not polarized.
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